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Due to the increasingly data-intensive nature of the applications, the storage system performance continues to
increase in importance and is often substantially responsible for the overall processing rate of the application.
Fortunately, the storage technologies themselves are evolving rapidly in numerous ways from low-level
read/write of bits from a device, all the way to the management of the entire storage hierarchy in large
enterprise and cloud settings. Studying many of the important issues in this entire spectrum often requires
storage access traces from the storage server side, but these are often hard to come by. To address this gap,
we present a method to generate synthetic traces that capture the realism and diversity of real data traces.
The generated traces augment the existing workload traces of interest. These augmented traces can be used
to test the storage system performance, train intelligent storage system models (e.g. intelligent tiering), or
evaluate the longevity of storage devices. We demonstrate the versatility of our method generates traces that
can replace existing traces in studying storage system aspects.
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1 INTRODUCTION
The increasing data intensive nature of the data center applications coupled with the enormous
complexity of modern storage systems, require that the storage systems be designed and tuned to
be as performant as possible for the major applications of interest. Storage systems not only have
numerous knobs to be tuned but also many dynamic data management policies that must work
constantly to deliver the lowest latency and highest data volume. For example, it must dynamically
decide the location of each type of data in the storage hierarchy and how/when it should be moved.
Such aspects are typically evaluated using storage traces obtained from the real storage systems.
Collecting such traces usually has a substantial performance impact on the storage systems since
the desired metadata must be extracted on each access, stored in a buffer, and occasionally flushed
to the disk. Such overhead, coupled with privacy concerns regarding access patterns, has resulted
in only a small number of traces being made available publicly, and most of those tend to be of
inadequate length. In contrast, many studies require quite long traces. Depending on the study
objectives, the trace requirements may span from hours to weeks. For example, tiering is an essential
feature for large scale storage systems, typically involving a slow but large HDD tier containing
all the data, and a smaller/faster SSD tier for “hot" data. There may even be a third tier using
emerging storage technologies for “very hot" data. Studying the performance of a tiering system
adequately requires traces going over at least a few weeks to properly represent daily workload
patterns. Similarly, backup/restore performance requires long traces.
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There are many tools to generate artificial storage or file system traces, but these are very limited
in scope both in terms of the data they use and the type of accesses they generate. For example,
FIO [3] and other similar tools can be used for standalone testing of a file system and its underlying
storage systems. They initially create a whole bunch of files according to given parameters including
the size distribution of files. Since the tool knows about these files, it can correctly create accesses
to these files based on given parameters such as sequential/random access ratio, read/write ratio,
access size taken from a specified distribution, etc. Clearly, such tools are very valuable for stress
testing of storage systems in an artificial setting, but they do not generate realistic traffic or work
with real data.

As has been clear from the previous discussion, our goal is to develop a generative model that is
able to sample synthetic traces that have similar properties to real traces. The success of the method
in generating synthetic data which has properties that are similar to real data can be measured by
using it as a drop-in replacement for real data in data-based applications. In this paper, in addition
to statistical evaluation methods, we also measure the quality of the trace generation by using a
prediction model and evaluate the prediction of the synthetic traces versus that of the real traces.
The model we use to evaluate the quality of the trace is one we have used to predict “heat" in our
earlier work [29]. The notion of "heat" is used in storage systems to determine how actively the
data is read or modified by the applications, as this has implications for many important operations
such as tiering (i.e., movement to faster layers of the storage hierarchy), caching of data by the
device, storage server, or the host, data prefetching, etc. The synthetic data will be used to train the
model and will be evaluated on a real trace.
In this paper, we explore artificial traffic generation using Generative Adversarial Networks

(GAN) [12]. There are various challenges when developing a synthetic data generation model that
can generate realistic storage data. We will talk about the details of these challenges later in the
paper. The key contribution of this paper is the design of a specialized GAN that can accurately
generate spatio-temporal time-series corresponding to the storage traffic. Our design includes a
mechanism to control the distribution of the generated traffic so that it is possible to match those
approximately between the real and generated traffic. This also allows the generator to generate
traffic with a different distribution without affecting other, more complex, aspects of the traffic. We
also compare the generated trace with various evaluation methods, and show that it can accurately
reproduce the general patterns of the real workload while still maintaining diversity.
The rest of the paper is organized as follows. Section 2 introduces the background related

background work. Section 3 describes the challenges, data preparation, and essential details of our
method. Section 4 analyses and evaluates the generated storage trace results. Finally, section 6
concludes the paper.

2 BACKGROUND
2.1 Emerging Storage Systems
Flexible and efficient storage systems form the backbone for working with big data and deriving
intelligence from it. Storage systems continue to evolve rapidly along multiple aspects: underlying
storage technologies, storage access protocols, storage management, and higher level abstractions
such as file systems and how they map to the storage. In particular, while the traditional hard disk
drive (HDD) technology continues to evolve rapidly to increase storage density [22, 24], it has
also been largely augmented with the solid-state drives (SSDs) for primary storage (i.e., data that
is actively used). The underlying NAND "flash" technology of SSD itself continues to evolve and
provides a wide range of tradeoffs in terms of storage density, performance, cost, and endurance
depending on the number of bits per basic "cell" of the technology. There are numerous other high
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performance emerging technologies that are beginning to fill the traditional large gap between
storage and memory. Some examples of these technologies are Kioxia XL-flash, Intel Optane,
Everspins’s MRAM, etc. [10, 16, 17] These technologies naturally form a hierarchy, with HDD as
the bottom layer (large capacity, slow, and cheap), SSD the middle layer (substantial capacity, fast,
but more expensive), and emerging technology as the top layer (small, very fast and expensive).
Often, the same basic technology may form multiple layers, such as slow vs. fast HDDs or SSDs.
The entire hierarchy typically resides in a storage server which typically includes local DRAM
cache and complex management to easily allocate requested space across one or more devices.
Furthermore, storage servers invariably sit on the enterprise network, separate from the compute
servers requesting storage services.
The basic unit of storage IO is typically a “block" of size 4KB, addressed using a sequential

number called LBA (Logical Block Address), and much of the IO performance is usually quoted in
terms of IOPS (IOs per second), meaning block transfers/sec. A typical HDD can provide ≈ 25𝐾
IOs/sec (IOPS) for sequential transfers and as low as 1/100th as much for random transfers, while
the latencies can be as high as ≈ 5ms (depending on the seek and rotational latency components).
HDDs achieve higher bandwidth by striping data across many drives. As a result, HDD "farms"
in data centers provide a large amount of storage capacity but slow transfers. SSDs, in contrast,
provide a latency in 1̃00𝜇s range and throughput of hundreds of K-IOPS to 1M or more IOPs, and no
substantial difference between sequential and random IO). Higher speed technologies can support
latencies under 10 𝜇s and may support higher throughputs too. However, high speed technologies
generally have a much higher cost, and thus much smaller installed amounts.

Most enterprise storage systems are huge, ranging from tens of terabytes to hundreds of petabytes.
Thus while the users may still access storage in 4KB blocks, using such a small size for storage
management and transfer operations is extremely inefficient. Thus the storage operations often
use a much bigger unit, usually known as a chunk. Chunk sizes may range from hundreds of KBs
to multiple MB sizes. We will also use the notion of chunks in this paper, typically defined as 8MB.

Since the storage servers are removed from the hosts that use them, the view of the storage from
the storage server side is radically different from the one of a host. A host only sees the storage
allocated to it, usually in terms of the file system residing on it, and has no idea where the storage
comes from or whether it is spread over multiple storage devices. In contrast, a storage server
works with the storage volumes, each of which could be carved out of one or more physical devices.
Although a storage volume could be used by multiple applications, generally, the major enterprise
applications use separate volumes. In this paper, we are only concerned with the storage server
side view of things, and storage traces obtained thus is a block trace, i.e., a list of accesses to the
blocks, stamped by the time, starting LBA, operation (read/write), transfer size, etc.

2.2 Data Augmentation
A method to increase the amount of data in a dataset is data augmentation, which has been a
popular approach in machine learning and computer vision fields [4, 21, 36]. The new samples
used to increase dataset size are generated from the existing data via a set of transformations, the
appropriate transformations being application dependent. For example, in the case of images, it
is easy to generate additional data by random cropping, translation, flipping, and adding some
degree of noise. For time-series data, the suitable transformations are multiplicative scaling of
signal amplitude (thereby making peaks more or less pronounced), stretching/compressing the time
axis (to decrease/increase traffic density), scaling of mean and variance, and adding some random
perturbation to it. This could be done in each dimension for a multi-dimensional time series.

Such operations create more diverse versions of the original data. If these variants are properly
labeled, such data can be highly valuable in training machine learning models since it would
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force the model to learn more complex features and thereby avoid overfitting. However, creating
additional data this way for driving a real system can be questionable; in particular, while highly
diverse traffic episodes are good for stress testing, they are inappropriate for normal performance
evaluation. At the same time, a highly constrained transformation may not introduce adequate
diversity. In the GAN context, the two uses of transformation coincide – training the GAN on
transformed data can improve the training but such training will also affect the generated traffic.

2.3 Generative Models
Generative models are statistical models that learn the data distribution and use it to generate
samples of this distribution. This is in contrast with discriminative models, which are used to make
a prediction based on the given samples.

Generator Synthetic 
Data

Real Data
Discriminator

Latent Z

Real or fake?

Fig. 1. Training Progresses of GAN

There are several methods that fall under the class of generative models. Variational Autoencoders
(VAEs) are one such model. VAEs are autoencoders that consist of an encoder and a decoder. The
encoder learns a Gaussian distribution that can be used to sample a latent vector. The decoder
learns a Gaussian distribution representing the distribution of data of the sample from the latent
vector. After the decoder is trained, we could generate samples from the learned distributions on
demand. One could interpolate the output of the encoder to generate data that contains features of
the input. However, the requirement of Gaussian distribution assumes smoothness that is usually
not present in storage traffic traces. Diffusion models have emerged as a new class of generative
models. Diffusion models gradually add noise to the original data samples through a Markov chain
of diffusion steps and then reverse the process. Thus, the diffusion models are able to generate
samples from the trained reverse diffusion process. However, these models tend to be rather slow
and computationally expensive.

Generative adversarial networks (GANs) generate data via a transformation of a latent random
vector into a data sample. The transformation is learned via co-training of the generator neural
network and a discriminator network. These two networks play a game where the discriminator
optimizes for discrimination between the generated synthetic data (or "fake" data) and the real
training data. Figure 1 shows the general architecture of GANs. Given a Generative network 𝐺 ,
Discriminator network 𝐷 , distribution of original dataset 𝑃𝑑𝑎𝑡𝑎 , distribution of the random noise
vector 𝑃𝑧 , this can be written more formally as a min-max equation [12] wheremin𝐺 max𝐷 𝑉 (𝐷,𝐺)
equals

𝐸𝑥∼𝑝𝑑𝑎𝑡𝑎 (𝑥 ) [log𝐷 (𝑥)] + 𝐸𝑧∼𝑝𝑧 (𝑧 ) [log (1 − 𝐷 (𝐺 (𝑍 )))]
The first term encourages the discriminator to learn to maximize the value of real data and

the second encourages the discriminator to provide a low value for the data generated by the
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generator. In the second term, the generator learns to generate data that reduces the value that the
discriminator outputs for generated data.
Ideally, the generator and discriminator come to an equilibrium where both the discriminator

and the generator can not do better. One danger of such a generative model is that the generator
may get stuck into generating a random or specific pattern and be difficult to improve it further.
Several works in the computer vision domain show it is possible to generate realistic images

and videos using the GAN model. And GANs have been used extensively and successfully in that
role [2, 32, 35, 39]. Although GAN models have been recently used to generate a variety of time-
series data, the existing work is rather limited. Recently, GANs have been used to generate network
traffic [9, 34]. There are several works using the GAN model to generate continuous time-series
data for medical and other types of signals. Esteban et al. [11] proposed a GAN framework for
generating real-valued medical data sequences. They use recurrent neural networks to build both
the generator and the discriminator. EEG-GAN [14] focuses on generating electroencephalographic
(EEG) brain signals in a stable fashion. It does this by gradually relaxing the gradient constraint of
the improved WGAN-GP training. TimeGAN [41] is a model that attempts to capture the temporal
properties of time series data. It does this by including a supervised loss that encourages the model
to capture the existing stepwise dependencies in the real data.

However, the generation of continuous and especially medical signals is different from generating
storage accesses. In particular, in some medical domains, signals are expected to largely have
approximately repeating characteristics, and while they can have abnormalities, those abnormalities
are likely to be very infrequent. In contrast, there are no such requirements for the storage trace;
instead, storage traces are characterized by almost random shifts in characteristics both over
temporal and spatial domains. We are not aware of any work that attempts to generate complex
storage traffic using GANs.

3 DATA GENERATION METHOD
3.1 Challenges in Storage Trace Generation Model
Using GANs to generate storage traffic is quite challenging as we need to capture complex correla-
tions in time and space (block address). Unlike the generation of continuous time series like the
medical signals, the successive storage requirements can access blocks that are very far from each
other without obvious patterns. There are several other challenges as well, including the avoidance
of mode collapse that is endemic to GANs. We also need to choose the GAN architecture in a way
that the model can be trained well without itself requiring an enormous amount of data for training
or requiring huge computing resources. There is also the issue of diversity in the generated traffic,
On one hand, we do not want the GAN to simply duplicate the training traffic or even modify it
in simple ways (e.g., scale its mean, variance, etc.), as that will not represent the kind of phase
shifts one sees in the real storage traffic. On the other hand, we do want the generated traffic to
be representative of the storage traffic trace. However, a precise definition of the desired diversity
becomes quite difficult.
GANs when trained allow us to draw samples from a distribution. The problem is that when

the dimension size of the samples is large, GANs become very difficult to train and require a huge
amount of compute/memory resources. In the case of storage systems, the space dimension can
easily range frommillions to billions of chunks as mentioned above. Similarly, temporal variations in
the traffic cover many time-scales, from milliseconds to weeks. It is not easy and requires sustained
effort to generate realistic storage traffic while keeping both the data requirements for training
the GAN and the training resources reasonable. This was essential not only for the feasibility of
our current work but also to keep the mechanism practical in view of ever expanding scale and
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size of storage systems in the data centers. Towards this end, we have tried many different GAN
architectures from the burgeoning GAN literature and their extensions.
To be able to train a GAN at these larger dimension sizes to sufficient quality, we examined

several extensions that have been proposed in the literature. The two that we explored in detail
are BigGAN [6] and Progressive Growing of GANs (PGGAN) [19]. We dismissed the former as
the basis of our model because it requires high resources (in terms of computational power and
dataset size) to train such a model, which makes it less practical. PGGAN instead progressively
builds larger size samples till they reach the desired sample dimension size. Thus, we develop our
data generation model based on PGGAN.

3.2 Data Preparation
We use several publicly available traces of enterprise storage servers. These generally provide 1-2
weeks’ worth of block I/O traces, often taken from storage volumes dedicated to certain applications.
(See section 4.1 for details). We preprocess the raw trace before we use it for our synthetic data
generation model. The traces are data series of I/O accesses that contain the timestamp, offset,
request size, and other metadata information. We then separate the trace into seven one-day long
traces. We accumulate the data access frequencies into fairly large size access (or "chunk" access)
within a certain timeslot 𝑡 separately for read access and write access. We then represent the traces
as data grids (successive time windows along x-axis, chunk addresses along the y-axis, and the
value being the number of accesses). Figure 2 shows an example of read and write accesses of MSR
dataset. The x-axis represents the successive timeslots, y-axis represents the chunk addresses, and
the color represents the accesses number.
We then cut the read and write data grids into multiple data sample grids using the sliding

window technique. Each data sample consists of𝑚 time slots. We concatenate the read and write
data samples together on a new axis. The shape of each data sample is 2×𝑛 ×𝑚, where 2 is the axis
that concatenates both read and write data samples and𝑛 is the total number of chunks on the server.
We represent the dimension size of data samples as 𝑛 ×𝑚. The value of each element in the data
samples varies a lot because of the large range of chunk addresses. Also, most of the values in the
data samples are zero, since most chunks do not get accessed within𝑚 windows. This is typical of
storage access; in fact, as the storage capacities and data set sizes increase, the actively used fraction
is likely to go down. That is, the more extensive the value range of access frequency, the fewer
the occurrence of high values. Therefore, we use a logarithmic scale to map the access frequencies
to [0, 255]. We then normalize the data grids linearly to [0, 1] in order to reduce the training time
and make the GAN less likely to be trapped into a local optimum point. In addition, we perform
downsampling of the data samples once before we train our data generation model so that we can
use the downsampled versions for training directly rather than doing the downsampling each time
on the fly. By downsampling the data samples, the size of the data sample is reduced. That is, the
downsampling results in having less total number of chunks and time-slots, but the chunks and
timeslots are larger. We denote the different sizes as 𝑛0 ×𝑚0, 2𝑛0 × 2𝑚0, . . . , 2𝑘−1𝑛0 × 2𝑘−1𝑚0, 𝑛 ×𝑚,
where 𝑛 = 2𝑘𝑛0 and𝑚 = 2𝑘𝑚0. 𝑛0 ×𝑚0 is the initial size of the data sample to start the training of
our synthetic data generation model. Note that since 𝑛0 is only 2−𝑘 times 𝑛, the chunk size at the
lowest level is 2𝑘 times the chunk/timeslot size used in our original 𝑛 ×𝑚 representation.

3.3 Model and Training
Our model is a modification of PGGAN. We use PGGAN mentioned earlier as the basis of our model
to progressively scale the traces. It does this in layers. That is, we start with a GAN that learns to
generate downsampled trace at the lowest level of 𝑛0 ×𝑚0. Once that training phase is done, it adds
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Fig. 2. Heatmap of read and write accesses of MSR (usr) workload. For clarity, only the first couple of chunks
are shown.
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Fig. 3. Training Progresses of PGGAN

an extra layer to the model which is trained to generate a larger trace. It repeats this process until
it reaches the desired trace sample dimension size. The training progresses of PGGAN is shown in
Figure 3.
PGGAN connects the new layer to the upscaled trained output of the previous layer. Figure 4

illustrates the transition from data samples with a dimension size of 𝑛0 ×𝑚0 to data samples with
a size of 2𝑛0 × 2𝑚0. It slowly adjusts a parameter 𝛼 to linearly mix the output of the upscaled
previous layer with the output of the new layer. That is, the output of the upscaled previous layer
is weighted by (1 − 𝛼), whereas the output of the new layer is weighted by 𝛼 . Initially, 𝛼 is set to 0
so that the generated data in training comes from the upscaled sample and as training continues, it
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Fig. 5. Architecture of the synthetic storage trace generation model.

puts more emphasis on the new layer by increasing 𝛼 linearly from 0 to 1. In this way, PGGAN
makes use of the trained low layers to help optimize the parameters of the new layers.

Representation of the storage trace (i.e., # accesses to each chunk vs. time) may be visualized as
an image, the considerations in generating images are very different than for generating realistic
traces. In particular, with images, the key considerations are aesthetics and accurate rendering
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of objects. With storage traces, we are interested in statistical characteristics such as achieving a
similar distribution of accesses in addition to capturing prominent patterns such as frequent chunk
accesses. What they both share is the ability to ensure diversity in the generated data. Since our
model operates on storage traces, it works on sparse data. That is, at any point in time, most of the
chunks do not receive any access. In order to better capture the features of the sparse data, we add
another discriminator to determine if the distribution of input data is real data or generated data.

Thus, our model consists of one generator network and two discriminator networks. One of the
discriminators, denoted 𝐷 , focuses on capturing the element-wise features. The other discriminator,
𝐷ℎ𝑖𝑠𝑡 , uses a histogram to capture the distribution features of the element values. A data sample 𝑥
is input to 𝐷 and 𝐷ℎ𝑖𝑠𝑡 , which output 𝐷 (𝑥) and 𝐷ℎ𝑖𝑠𝑡 (𝑥) representing the probability of whether
the input data is real or synthetic. The generator 𝐺 uses an input noise vector 𝑧 and generates the
output 𝐺 (𝑧). During training, the generator and the two discriminators are trained simultaneously.

As mentioned in the previous section, we obtain a dataset that consists of data samples of several
different dimension sizes by performing downsampling. The original dimension size of each data
sample is 𝑛 ×𝑚, where 𝑛 is the total number of chunks on the server and𝑚 is the total time slots
for each data sample. We start our training of the synthetic data generation model with 𝑛0 ×𝑚0
and progressively scale to the original data sample size 𝑛 ×𝑚.
The input of the generator network is a random vector 𝑧 drawn from a uniform distribution.

The initial output of 𝐺 is the generated data of size 𝑛0 ×𝑚0. We input both the down-sampled
version of real data samples of size 𝑛0 ×𝑚0 and generated synthetic data of size 𝑛0 ×𝑚0 to train the
discriminators to first differentiate between the real and generated data of dimension size 𝑛0 ×𝑚0.
Then we add layers progressively to 𝐺 and 𝐷 to generate data of dimension size 𝑛 ×𝑚. We do not
add layers to 𝐷ℎ𝑖𝑠𝑡 since we build the histogram with a constant number of bins that cover the
range of [0, 1]. Instead, we reinitialize the weights of 𝐷ℎ𝑖𝑠𝑡 . As training progresses, We keep on
adding layers to 𝐺 and 𝐷 as well as reset the weights of 𝐷ℎ𝑖𝑠𝑡 when we finish the training of the
previous dimension size level and move to the next dimension size level. In the end, the generator
and the two discriminators are trained to operate on data samples with dimension size 𝑛 ×𝑚.
The architecture of our synthetic data generation model is shown in Figure 5. The network is

slowly growing as each layer is trained. The initial generator𝐺 consists of one Fully Connected (FC)
layer, one two-dimensional (2-D) Convolutional Neural Network (CNN) layer with 3× 3 kernel, and
one 2-D CNN layer with 1 × 1 kernel. We first train the generator 𝐺 to generate data of dimension
size 𝑛1 ×𝑚1 using initial input 𝑧. Then we add the replicated 3-layer blocks one by one to the 𝐺
network thus increasing the dimension size of generated data in an incremental manner. The 3-layer
block is made of one upsample layer and two 2-D CNN layers with 3 × 3 kernel. The components
of discriminator network 𝐷 are mirrored layers of𝐺 . We use average pooling in 𝐷 to downsample
the data size. The discriminator 𝐷ℎ𝑖𝑠𝑡 consists of one histogram construction unit, ten 1-D CNN
layers, and one FC layer. The choice of CNN layers is based on their ability to find local correlation
features. With deeper CNN layers, we are able to capture longer range correlations. We use the FC
layer to map the learned features.

Our model has been trained with a dual-GPU machine with 11GB of GPU memory on the card
and 64GB of main memory. In all three networks, 𝐺 , 𝐷 , and 𝐷ℎ𝑖𝑠𝑡 , every layer except the last uses
the Leaky ReLU activation function [23]. The last layers of 𝐺 and 𝐷 use linear activation. The last
layer of 𝐷ℎ𝑖𝑠𝑡 uses a tanh activation function [18]. We initialize the bias parameters to zero and
set all the weights to follow a normal distribution. We then scale the weights with the per-layer
normalization constant to ensure the equalized learning rate [19]. We also perform pixel-wise
normalization in𝐺 and 𝐷 [19]. We use Xavier uniform initialization [26] to initialize the weights in
𝐷ℎ𝑖𝑠𝑡 network in order to achieve convergence considerably faster. We also normalize the output of
the histogram construction unit to stabilize the training. The average pooling layers of size 2 × 2 is
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used in discriminator 𝐷 to bring down the feature dimension size to half of the previous layer. We
use the nearest neighbor upsample to double the feature dimension size in𝐺 . The CNN layers have
16 channels. We optimize the synthetic data generation model using the Adam optimizer [20] with
a learning rate of 0.001. We use a batch size of 4 to train the data generation model. Our training
starts with the sample of dimension size 4 × 32 and generates the final samples of size 256 × 2048,
where 256 represents the how many timeslots in one trace sample and 2048 represents the number
of chunks in one trace sample. We use a timeslot size of 150 seconds in our training. The optimal
values for these parameters may be different when using different datasets.

3.4 Loss Functions
The loss function provides the objective we wish to optimize. In the case of our model, this serves
several purposes. First, it creates a competition between the generator and the discriminator. Second,
it promotes the stability of the training. Finally, the choice of loss functions used for our model
directs the network to train towards a certain behavior and induces capturing the features we deem
appropriate for the task.

Binary cross-entropy loss: The goal of the discriminator is to distinguish between a real trace and
a synthetic trace from the generator. We trained to output a high probability for real data and a low
probability for generated data. Then the binary cross-entropy measures the difference between
what probability the discriminator gives the data and the true value. This value is used to train
the discriminator so that it has a high probability for real traces and low probability values for
synthetic data. The weights in the generator are updated so that it encourages the discriminator to
give high values for synthetic data.
Wasserstein GAN with Gradient Penalty (WGAN-GP): To encourage stability of training a GAN,

WGAN [2] was developed. It uses the Wasserstein distance (also known as earth mover distance),
as a measure between the generated probability distribution and real probability distribution.
WGAN-GP [13] was then developed to add a gradient penalty term to the loss function in order to
enforce the Lipschitz constraint on the discriminator. This ensures that the gradient is bounded
and the training is well behaved.
Differential histogram: In addition to the previous losses, we have added a differential his-

togram [38] that is fed into its own discriminator, so as to capture the distribution of the accesses in
the trace. The distribution in the traces is not Gaussian since the accesses are sparse and workloads
in storage systems may have a multi-modal distribution.

4 EVALUATION AND DISCUSSION
In this section, we evaluate our synthetic storage trace generation method with various evaluation
metrics. We use several publicly available block trace datasets in this evaluation and demonstrate
that we can capture the essential characteristics of the trace in each case.

4.1 Publicly Available Traces and Characteristics
Our experiments are conducted with several block storage datasets coming from two sources. The
first source is the Microsoft Research Cambridge (MSR) [27] dataset which contains one-week long
block I/O trace of several different enterprise server workloads (using different storage volumes).
We use the traces of the User home directories (usr), Hardware monitoring (hm), and Project
directories (proj). Each trace also has the metadata information of the associated disk from which
the traces are generated with. We select traces that are associated with one of the disks for our
experiments.
The second data source is the Tencent production Cloud Block Storage (CBS) system [42]. The

traces are collected from a production CBS system using a proxy server over 10 days. The proxy
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Fig. 6. Heatmap of real (left) and synthetic (right) write accesses of usr, proj, and wdev MSR workload. For
clarity, only the first couple of chunks are shown.
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Fig. 7. Detail Heatmap of real(left) and synthetic (right) write accesses of hm MSR workload. For clarity, only
the first couple of chunks are shown.

server is in charge of forwarding the I/O requests it receives from the client to the storage server.
These highly dynamic traces are collected from multiple cloud virtual volumes (virtual disks). We
evaluated several dozen of these traces and selected traces that represent the diversity of the dataset
in the requested blocks and in the locality of requests. We randomly select two of such traces
and call these two workloads TC1 and TC2. We use the weekday traces of the first week in our
evaluation.

4.2 Evaluation
Figs. 6-8 show the heatmap of synthetic traces and real traces for the MSR and Tencent CBS
workloads. The generated traces show a similar behavior to the real traces. Also, when we take a
closer look at both the generated and the real traces, for example, the detailed trace of hm workload
is shown in figure 7, we notice that the generated traces are not duplicates of the original traces.

We start with a comparison of the statistics of the generated data compared to the real data. We
use sixteen real trace samples and sixteen generated trace samples in our evaluation. The trace

, Vol. 1, No. 1, Article . Publication date: January 2018.



Synthetic Data Generation for Storage Trace Augmentation 13

0 20 40 60 80 100120
Timeslot

0
20
40
60
80

100
120

Ch
un

k
Real----TC1

0 20 40 60 80 100120
Timeslot

0
20
40
60
80

100
120

Ch
un

k

Synthetic----TC1

0 20 40 60 80 100120
Timeslot

0
20
40
60
80

100
120

Ch
un

k

Real----TC2

0 20 40 60 80 100120
Timeslot

0
20
40
60
80

100
120

Ch
un

k
Synthetic----TC2

Fig. 8. Heatmap of real(left) and synthetic (right) write accesses of Tencent CBS workload. For clarity, only
the first couple of chunks are shown.

Table 1. Mean and Standard Deviation (Real)

Day Workload
usr proj hm wdev TC1 TC2

Mean Max 1.44 2.06 3.48 1.21 7.13 3.36
Min 1.14 1.07 2.46 1.14 5.85 1.81

STD Max 12.21 16.25 17.59 10.27 26.94 17.12
Min 10.91 10.36 14.27 9.93 22.94 12.86

samples are randomly selected from the real and generated traces. The statistics are calculated for
each of the sixteen trace samples. First, we compare both the mean and standard deviation (STD) of
the real and generated traces. Thus, for each trace sample, we take the mean and standard deviation
of the accesses over all the chunks and over the time range within the trace sample. The mean and
standard deviation values of each sample may have different characteristics since the storage trace
workload may have different patterns. Thus, we compare both the maximum and minimum values
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Fig. 9. Histogram of real(left) and synthetic (right) write accesses of Friday for MSR workload.
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Fig. 10. Histogram of real (left) and synthetic (right) write accesses of Friday for Tencent CBS workload.

Table 2. Mean and Standard Deviation (Synthetic)

Day Workload
usr proj hm wdev TC1 TC2

Mean Max 1.39 2.01 3.40 1.21 7.46 3.59
Min 1.07 1.05 2.58 1.09 6.30 1.82

STD Max 11.61 16.00 16.62 10.04 26.10 17.43
Min 10.38 10.11 14.32 9.53 23.44 12.75

of these samples. As we can see from tables 1 and 2, for both MSR trace and Tencent CBS trace, the
max/min mean and the STD values of the generated trace samples are very close to the max/min
mean and the STD values of the real traces. The reason that the mean is a low value is that the
accesses in the trace across time and chunks are very sparse. Generating overlapping means is in
fact non-trivial because the tail distributions of the accesses are long.
For the reason stated previously, synthetic storage traces should also capture the distribution

of the workload being targeted. Fig. 9 shows the histogram of the accesses for the MSR write
workload and Fig. 10 shows the histogram of the accesses for the Tencent CBS write workload. The
closeness of the distribution shape between the real and synthetic traces validates the inclusion of
the differential histogram loss as a way to control the distribution of accesses.

To evaluate the behavior of the generated workload compared to the real data, we use a storage
trace similarity metric that we have introduced in our prior work [30]. We call this as Similarity
Index for Storage Traffic (SIST). SIST is a similarity metric that is more directly related to storage
access issues and performs better compared to other commonly used similarity measures when
dealing with storage traces.
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Fig. 11. Histogram of SIST for MSR and Tencent CBS workloads.

Fig. 11 shows 6 charts, one for each workload as indicated. Each chart shows different SIST
measures of one workload. These SIST measures include the SIST measure between the original
trace samples and the synthetic samples of that workload, the SIST measure between the original
trace samples of that workload, and the SIST measure of the original samples of that workload
against original samples of other workloads. For example, in Fig. 11(a), we show the SIST measure
between the original usr trace samples (marked as usr), and compare it against the SIST measure of
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Fig. 12. Architecture of the heat prediction model.

generated and original usr trace samples (marked as usr’), and also show the SIST measure of the
original usr trace samples and the original proj, hm, wdev, TC1 and TC2 trace samples. It is seen
that SIST measure of usr’ is closest to that of usr. The same behavior holds in Figs. 11(b)-(f). For
example, in Fig. 11(f) TC2’ is closest to TC2 as compared to others.
To further evaluate the behavior of the generated workload compared to the real data, we

evaluate the synthetic trace on a prediction model. The model is a simplified version of a heat
prediction model that we developed for storage traces [29]. The aspect of the model that we use in
our evaluation is the heat prediction of the next time step based on the current activity. The heat
prediction model predicts how many accesses each of the chucks gets for the next time step.

Table 3. Active Hit Rate

Day Workload
usr proj hm wdev TC1 TC2

Real 0.77 0.72 0.56 0.73 0.66 0.71
Synthetic 0.77 0.73 0.62 0.73 0.67 0.70

Fig. 12 shows the architecture of our heat prediction model. We use the Random Forest (RF) [5]
algorithm to generate the prediction model. The prediction model is composed of a collection of
many Decision Tree (DT) [31] regression models. We use this collection of DT models to train
over the input data and average the results of each model to produce the final heat prediction. We
run the prediction model with the mixed training dataset in that one out of five weekday data are
randomly selected and replaced by the generated data. As we can see from table 3, we achieve
similar results in heat prediction evaluation.

5 RELATEDWORK
Synthetic data generation and data augmentation using generative models have a huge amount
of interest in the research community. The works range from methods that allow the choosing of
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classes for the outputs to augmentation by transforming the current dataset. The emphasis of the
synthetic data generation and data augmentation works shown below differ from the goal that our
work tries to accomplish.

Data Augmentation Generative Adversarial Networks (DAGAN) [1] is a model designed to
generate class-specific data. It does this by learning the class parameters as part of its generator.
This allows it to use few-shot learning and generate unique data from the distribution. DAGAN
infers the class information from the example input and is able to generate output similar to the
class.
Trabucco et. al. [37] studies diffusion models [15] to generate synthetic data to augment real

data for downstream tasks. Their aim is to ensure the diversity of the generated data. For example,
they noted the issue of generating different species of animals. They propose an image-to-image
transformation parameterized by pre-trained text-to-image diffusion models.
T-CGAN [33] uses the Conditional GAN (CGAN) [25] model to generate irregularly sampled

time series data for data augmentation. CGAN introduces a way to condition the generator and
discriminator by feeding the extra information, such as class labels or other domain knowledge,
to both the discriminator and generator. CGAN is trained in this way so that data for specific
classes can be generated on demand. T-CGAN generates time series, that are irregularly sampled,
by conditioning the generator and discriminator with the timestamps of the time series.
Auxiliary Classifier GAN (ACGAN) [28] extends and improves on CGAN by introducing an

auxiliary classifier to predict the class label of the generated data. Chen et. al. [7] adopt a data
augmentation scheme based on ACGAN to directly generate different features of the desired
acoustic scene with input scene conditions.

InfoGAN [8] learns interpretable representations to generate synthetic data with specific charac-
teristics. InfoGAN introduces a classifier to maximize the mutual information between conditional
variables and the generated data. This allows it to associate the conditional variable with the
characteristics of the generated data. It does this in a completely unsupervised manner. This means
that some features of the generated data can be controlled by changing a latent vector. But what
features the individual element of the factor corresponds to are not known a priori. Wan et. al.[40]
propose an InfoGAN-based model to learn the coupling relations among bridge monitoring factors
and then generate synthetic bridge monitoring data with various characteristics to augment the
existing monitoring data.

6 CONCLUSIONS AND FUTUREWORK
Traditionally, in machine learning, data augmentation has been performed for computer vision
applications to improve the performance of the models. Storage traces present a unique challenge
to augmentation including the fact that storage traces are sparse and rather irregular, so the usual
methods used in computer vision applications do not apply. We discussed how synthetic data can
be used to design and evaluate storage systems when access to real traces is not available.
Our model is based on PGGAN so that we are able to grow the traces to dimension sizes that

are usable in storage applications. We add a differential histogram to capture not only the point
statistics but also the distribution of accesses. We show that indeed the model is able to capture
the essence of the trace. We also show that, through evaluating the generated data on previous
prediction models, the synthetic data provides an alternative to evaluating storage systems when
we are not able to use a real workload.

One potentially useful aspect in generating storage traces is its specialization to certain categories
such as heavy traffic, highly variable traffic, etc. We have not pursued this angle in this paper.
Some simple post-processing techniques (e.g., those that scale the mean or variance or cause other
systematic perturbations to the traffic) can accomplish such tasks without disrupting the correlation

, Vol. 1, No. 1, Article . Publication date: January 2018.



Synthetic Data Generation for Storage Trace Augmentation 19

structure of the time series. Nevertheless, it is possible to train a generator that explicitly takes
a class designator as input and generates traffic according to those characteristics. Many image
GAN models have explored the generation of class-specific images such as the CGAN, ACGAN,
and InfoGAN models discussed in the Related Work section. These methods could also be adapted
to generate class-specific storage traces.
In the future, we plan to extend our technique to other spatio-temporal data such as data

concerning vegetation, spread of tree and crop pathogens, or spatio-temporal variations in various
socio-economic factors.
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