
Synthetic Data Generation for Storage Trace Augmentation

LU PANG and KRISHNA KANT, Temple University, USA

Due to the increasingly data-intensive nature of the applications, the storage system performance continues to
increase in importance and is often substantially responsible for the overall processing rate of the application.
Fortunately, the storage technologies themselves are evolving rapidly in numerous ways from low-level
read/write of bits from a device, all the way to the management of the entire storage hierarchy in large
enterprise and cloud settings. Studying many of the important issues in this entire spectrum often requires
storage access traces from the storage server side, but these are often hard to come by. To address this gap, we
present a method to generate synthetic traces using a novel generative adversarial network (GAN) architecture
that captures the realism and diversity of real storage traces. The generated traces can be used to augment the
existing workload traces of interest for a variety of storage system studies. We demonstrate how the proposed
method can generate storage traces that have the overall characteristics of the real traces and yet provide the
behavioral diversity.
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1 INTRODUCTION
The increasingly data-intensive nature of data-centered applications coupled with the complexity1

of modern storage systems [3], requires that many storage system deployments, be designed and2

tuned to be as performant as possible. Storage systems not only have numerous knobs [28] to be3

tuned but also many dynamic data management policies that need to work consistently to deliver4

the lowest latency and highest data volume. In addition to being performant, the storage system5

also needs to avoid any data corruption or inconsistency. Such aspects are typically evaluated using6

storage traces obtained from the real storage systems. We note upfront that by storage trace we7

really mean the metadata trace (i.e., generating the block numbers that are read or written). We are8

not concerned with generating the block content per se. Some use cases such as deduplication do9

require block contents, but we do not consider those.10

Collecting such traces usually has a substantial performance impact on the storage systems11

since the desired metadata must be extracted on each access, stored in a buffer, and occasionally12

flushed to the disk. Such overhead, coupled with privacy concerns regarding access patterns, has13

resulted in only a small number of traces being made available publicly, and most of those tend14
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to be of inadequate length. In contrast, many studies require quite long traces. Depending on the15

study objectives, the trace requirements may span from hours to weeks. For example, tiering is an16

essential feature for large scale storage systems, typically involving a slow but large hard disk drive17

(HDD) tier containing all the data, and a smaller/faster SSD tier for “hot” data. There may even18

be a third tier using emerging nonvolatile memory technologies for “very hot” data. Studying the19

performance of a tiering system adequately requires traces going over a week or more to properly20

represent daily workload patterns. Similarly, backup/restore performance requires long traces.21

There are many tools that generate artificial storage traces [1, 2, 8]. Many of these are concerned22

with host systems’ view of storage, typically in the form of access to files. Other trace generators23

focus on the storage system side and are concerned with accesses to blocks on a storage “Volume”,24

which is the primary concern of this paper. As discussed in the related work section. Most tools25

generate traces geared toward specific applications. Our goal instead is to develop a general trace26

generator; one that doesn’t need modeling of the specific application. It needs to be able to generate27

synthetic traces that can act as a drop-in replacement for the real trace, i.e., the generated trace28

should have similar overall properties as the real trace. Yet, to be useful, it cannot be an exact or even29

approximate copy of the real trace. Instead, we should be able to generate traces on demand, where30

the specific characteristics of the real trace (e.g., regions of heavy or light traffic, read/write mixture31

patterns, activity in specific portions of the address space, etc.) appear based on the underlying patterns32

rather than simply duplicating what exists in the real trace. In short, we want the trace generation to33

be able to demonstrate diversity without deviating significantly from the overall characteristics of the34

real trace.35

To achieve these objectives, we explore artificial trace generation using Generative Adversarial36

Networks (GAN) [24]. GANs are well-explored in generating realistic images and short videos [6,37

48, 54, 63] but their use in generating realistic storage traces poses several challenges that we38

discuss later in the paper. Thus the key contribution of this paper is the design of a specialized39

GAN that can accurately generate spatio-temporal features corresponding to the storage trace.40

Our model is able to deal with the large range and sparse nature of storage traces. Our design41

includes a mechanism to capture the distribution of the access frequencies in an attempt to seize42

the long-tail access frequencies found in real storage traces. A well-trained GAN model ideally will43

not memorize and duplicate the training data, and instead, it generates a varied set of episodes that44

is similar to the patterns found in the real traces.45

The requirement of “diverse yet similar” trace generation makes the evaluation of the generated46

trace rather challenging. In particular, using a fine-grained evaluation based on matching between47

the real and generated traces over small time windows would not capture the diversity of the trace48

(e.g., moving averages, autocorrelation, etc.) and is thus not useful. At the same time, gross statistical49

measures on trace characteristics such as access frequencies and sizes, although important, are50

inadequate and thus we consider other measures as well. In this paper, we analyze the generated51

traces in comparison to real traces; including point statistics and the distribution of the access52

frequencies. Furthermore, we evaluated the generated traces using several measures to compare53

various aspects of the trace.54

One such measure concerns the “heat prediction” developed in our earlier work [45]. The notion55

of “heat” is used in storage systems to determine what part of the data is actively read or modified56

by the applications. The synthetic traces will be used to train the model and will be evaluated57

against real traces.58

We also use a model of storage trace similarity that we developed in [46]. It takes into account59

several aspects unique to storage traces including similarity across spatio-temporal decompositions.60

It compares crucial spatio-temporal features which are important for storage applications.61
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Additionally, we run the real and generated trace through a comprehensive SSD simulator with62

a write cache. We use this to compare the behavior of both traces. We examine the latency of the63

requests. We also compare the cache hit rate of both the real and generated traces. Most applications64

and hence the stored data do show a definitive locality of access in that much of the stored data is65

referenced only rarely while a small fraction of it is referenced heavily. This aspect has implications66

for many important operations such as tiering (i.e., movement of hotter data to faster layers of the67

storage hierarchy), caching of data (by the device, storage server, or the host), data prefetching, etc.68

The rest of the paper is organized as follows. Section 2 introduces the related background work.69

Section 3 describes the challenges, data preparation, and essential details of our method. Section 470

analyses and evaluates the generated storage trace results. Finally, section 6 concludes the paper.71

2 BACKGROUND72

2.1 Emerging Storage Systems73

Flexible and efficient storage systems form the backbone for working with big data and deriving74

intelligence from it. Storage systems continue to evolve rapidly along multiple aspects: underlying75

storage technologies, storage access protocols, storage management, and higher level abstractions76

such as file systems and how they map to the storage. In particular, while the traditional hard disk77

drive (HDD) technology continues to evolve rapidly to increase storage density [38, 40], it has also78

been largely augmented with the solid-state drives (SSDs) for primary storage (i.e., data that is79

actively used). The underlying NAND “flash” technology of SSD itself continues to evolve and80

provides a wide range of tradeoffs in terms of storage density, performance, cost, and endurance81

depending on the number of bits per basic “cell” of the technology. There are numerous other high82

performance emerging technologies that are beginning to fill the traditional large gap between83

storage and memory. Some examples of these technologies are Kioxia XL-flash, Intel Optane,84

Everspins’s MRAM, etc. [17, 30, 31] These technologies naturally form a hierarchy, with HDD as85

the bottom layer (large capacity, slow, and cheap), SSD the middle layer (substantial capacity, fast,86

but more expensive), and emerging technology as the top layer (small, very fast and expensive).87

Often, the same basic technology may form multiple layers, such as slow vs. fast HDDs or SSDs.88

The entire hierarchy typically resides in a storage server which typically includes local DRAM cache89

and complex “volume management” to allocate requested space across one or more devices easily.90

The basic unit of storage I/O is typically a “block” of size 4KB, addressed using a sequential91

number called LBA (Logical Block Address), and much of the I/O performance is usually quoted92

in terms of IOPS (Input/Output Operations Per Second), meaning block transfers/sec. A typical93

HDD can provide ≈ 25𝐾 IOPS for sequential transfers and as low as 1/100th as much for random94

transfers, while the latencies can be as high as ≈ 5ms (depending on the seek and rotational latency95

components). HDDs achieve higher bandwidth by striping data across many drives. As a result,96

HDD “farms” in data centers provide a large amount of storage capacity and overall throughput97

but still slow transfers. SSDs, in contrast, provide a latency in ∼ 100𝜇s range and throughput of98

hundreds of K-IOPS to 1M or more IOPS). Higher speed technologies can support latencies under99

10 𝜇s and may support higher throughputs too. However, high speed technologies generally have a100

much higher cost, and thus much smaller installed amounts.101

Modern enterprise storage systems can hold a large amount of data, ranging from tens of terabytes102

to hundreds of petabytes. Thus while the users may still access storage in 4KB blocks, using such103

a small size for storage management and transfer operations is extremely inefficient. Thus the104

storage operations often use a much bigger unit, usually known as a chunk. Chunk sizes may range105

from hundreds of KBs to multiple MB sizes. We will also use the notion of chunks in this paper,106

typically defined as 8MB.107
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Since the storage servers are removed from the hosts that use them, the view of the storage from108

the storage server side is radically different from the one of a host. A host only sees the storage109

allocated to it, usually in terms of the file system residing on it, and has no idea where the storage110

comes from or whether it is spread over multiple storage devices. In contrast, a storage server111

works with the storage volumes, each of which could be carved out of one or more physical devices.112

Although a storage volume could be used by multiple applications, generally, the major enterprise113

applications use separate volumes. In this paper, we are only concerned with the storage server114

side view of things, and storage traces obtained thus is a block trace, i.e., a list of accesses to the115

blocks, stamped by the time, starting LBA, operation (read/write), transfer size, etc. We also note116

that this paper does not specifically focus on object based storage systems, although we expect that117

the data access patterns should be similar to block accesses.118

2.2 Data Augmentation119

Data augmentation is a method to increase the amount and variety of data in a dataset, which120

has been a popular approach in machine learning and particularly in computer vision [9, 35, 56].121

The new samples used to increase dataset size are generated from the existing data via a set of122

transformations, the appropriate transformations being application dependent. For example, in the123

case of images, it is easy to generate additional data by random cropping, translation, flipping, and124

adding some degree of noise. For time-series data, the suitable transformations are multiplicative125

scaling of signal amplitude (therebymaking peaksmore or less pronounced), stretching/compressing126

the time axis (to decrease/increase traffic density), scaling of mean and variance, and adding some127

random perturbation to it. This could be done in each dimension for a multi-dimensional time128

series.129

Such operations create more diverse versions of the original data. If these variants are properly130

labeled, such data can be highly valuable in training machine learning models since it would131

force the model to learn more complex features and thereby avoid overfitting. However, creating132

additional data this way for driving a real system can be questionable; in particular, while highly133

diverse traffic episodes are good for stress testing, they are inappropriate for normal performance134

evaluation. At the same time, a highly constrained transformation may not introduce adequate135

diversity. In the GAN context, the two uses of transformation coincide – training the GAN on136

transformed data can improve the training but such training will also affect the generated traffic.137

2.3 Generative Models138

Generative models are statistical models that learn the data distribution and use it to generate139

samples of this distribution. This is in contrast with discriminative models, which are used to make140

a prediction based on the given samples.141

Generator Synthetic 
Data

Real Data
Discriminator

Latent Z

Real or fake?

Fig. 1. Training Progresses of GAN
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There are several methods that fall under the class of generative models. Variational Autoencoders142

(VAEs) are one such model. VAEs are autoencoders that consist of an encoder and a decoder. The143

encoder learns a distribution, commonly Gaussian, that can be used to generate a latent vector.144

The latent vector is a low-dimensional random vector that is used as a source of randomness for145

the generation process. The decoder learns a Gaussian distribution representing the distribution146

of data of the sample from the latent vector. During training, VAE learns the parameters for the147

probability distribution used. These probability distributions are used to generate a random sample148

that acts as a latent vector. The decoder is trained to take a latent vector, which is sampled from149

these distributions, and generates an output. One could interpolate the output of the encoder to150

generate data that contains features of the input. However, the requirement of Gaussian distribution151

assumes smoothness that is usually not present in storage traffic traces.152

Diffusion models have emerged as a new class of generative models. Diffusion models start by153

gradually adding noise to the original data samples in a series of steps. They then learn to reverse154

the process, thus learning the model parameters needed to generate samples from noise. That155

is, given a sample 𝑥 , at step 𝑡 − 1, the model will use a process to add noise to the sample at the156

next step, according to some noise distribution 𝑞. The task then becomes learning a distribution157

𝑝 that takes the sample with added noise 𝑥𝑡 and can be sampled to generate 𝑥𝑡−1. To generate158

samples, the model will learn the joint distribution of the reverse process 𝑝 (𝑥0:𝑇 ). Thus, the diffusion159

models learn to generate samples from noise. However, these models tend to be rather slow and160

computationally expensive.161

Generative adversarial networks (GANs) generate data via a transformation of a latent random162

vector into a data sample. The transformation is learned via the co-training of the generator neural163

network and a discriminator network. These two networks play a game where the discriminator164

optimizes for discrimination between the generated synthetic data (or “fake” data) and the real165

training data. Note that the generator and discriminator networks can be viewed as function166

approximators that are learned based on the given input-output value pairs [51]. Figure 1 shows the167

general architecture of GANs. Given a Generative network𝐺 , Discriminator network𝐷 , distribution168

of original dataset 𝑝𝑑𝑎𝑡𝑎 , distribution of the randomnoise vector 𝑝𝑧 , this can bewrittenmore formally169

as a min-max equation of value function 𝑉 (𝐷,𝐺) [23, 24].170

min
𝐺

max
𝐷
𝑉 (𝐷,𝐺) = 𝐸𝑥∼𝑝𝑑𝑎𝑡𝑎 (𝑥 ) [log𝐷 (𝑥)] + 𝐸𝑧∼𝑝𝑧 (𝑧 ) [log (1 − 𝐷 (𝐺 (𝑧)))]

The first term encourages the discriminator to learn to maximize the value of real data 𝑥 , where171

𝑥 is sampled from the original dataset. The second term encourages the discriminator to provide a172

low value for the data generated by the generator. Also, in the second term, the generator learns173

to produce data from a latent vector 𝑧 that is sampled from the distribution of random noise. The174

generate learns by reducing the value that the discriminator outputs for generated data.175

Ideally, the generator and discriminator come to an equilibrium where both the discriminator176

and the generator cannot do better. One danger of such a generative model is that the generator177

may get stuck into generating a random or specific pattern. This occurs when the generator starts178

producing one or a limited amount of samples that fools the discriminator, therefore, the generator179

has no force to improve the diversity of the samples. This is commonly known as mode collapse.180

There are many techniques [5, 55] to improve the stability of training GANs.181

3 DATA GENERATION METHOD182

3.1 Challenges in Storage Trace Generation Model183

Using GANs to generate storage traffic is quite challenging as we need to capture complex correla-184

tions in time and space (block address). Other than avoiding mode collapse, we need to choose a185
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GAN architecture such that the model can be trained well without requiring an enormous amount186

of data or computing resources for training and execution. There is also the issue of diversity in187

the generated traffic as discussed earlier. GANs when trained allow us to draw samples from a188

distribution. The problem is that when the dimension size of the samples is large, GANs become189

difficult to train and require a substantial amount of compute/memory resources. In storage sys-190

tems, the space dimension can easily range from millions to billions of chunks. Similarly, temporal191

variations in the traffic may cover many time scales, from milliseconds to weeks. It is not easy to192

generate realistic storage traffic while keeping both the data requirements for training the GAN193

and the training resources reasonable. This was essential not only for the feasibility of our current194

work but also to keep the mechanism practical in view of ever expanding scale and size of storage195

systems in the data centers. Towards this end, we have tried many different GAN architectures from196

the burgeoning GAN literature and their extensions. These include TGAN [53] and DCGAN [48],197

though the two that we explored in detail are BigGAN [12] and Progressive Growing of GANs198

(PGGAN) [33]. We dismissed the former as the basis of our model because it requires high resources199

(in terms of computational power and dataset size) to train. PGGAN progressively builds larger size200

traces till they reach the desired sample dimension size. Such an approach is more scalable, requires201

fewer resources to train, and can be more stable than attempting to generate traces directly at the202

original dimension. Thus, we develop our trace generation model based on PGGAN.203

3.2 Data Preparation204

We use several publicly available traces of enterprise storage servers. These generally provide 1-2205

weeks’ worth of block I/O traces, often taken from storage volumes dedicated to certain applications.206

(See section 4.1 for details). We preprocess the raw trace before we use it for our synthetic data207

generation model. The traces are data series of I/O accesses that contain the timestamp, offset,208

request size, operation (read/write), and often other information that we do not use. We then209

separate the trace into seven one-day long traces. We accumulate the data access frequencies in210

terms of fairly large size access units called Chunks over a time interval that we call timeslot 𝑡 .211

In our experiments, each timeslot represents 150 seconds. This accumulation is done separately212

for read accesses and write accesses. We then represent the traces as data grids (successive time213

windows along the x-axis, chunk addresses along the y-axis, and the value being the number of214

accesses). Figure 2 shows an example of read and write accesses of the MSR dataset discussed later.215

The color represents the number of accesses, with a darker shade representing more accesses.216

We then cut the read and write data grids into multiple data sample grids using the sliding217

window technique. Each data sample consists of𝑚 time slots. We concatenate the read and write218

data samples together on a new axis. The shape of each data sample is 2 × 𝑛 ×𝑚, where 2 is the219

axis that concatenates both read and write data samples and 𝑛 is the total number of chunks on220

the server. The value of each element in the data samples varies a lot because of the large range of221

chunk addresses. Also, most of the values in the data samples are zero, since most chunks do not222

get accessed within𝑚 windows. This is typical of storage access; in fact, as the storage capacities223

and data set sizes increase, the actively used fraction is likely to go down. Therefore, we use a224

logarithmic scale to map the access frequencies to [0, 255]. We then normalize the data grids to225

[0, 1]. Mapping the initial frequencies through this process will reduce the training time of GANs226

and improve training stability. One reason for this is that the convergence rate will not be sensitive227

to the initial parameters of the model. Another reason is that large access values will not dominate228

the training and will allow the training process to update all the parameters on approximately the229

same scale.230

We also generate downsampled versions of the data samples before starting the training so that231

the downsampling is done only once. The Pillow library [16] is used to perform the downsampling232
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Fig. 2. Heatmap of read and write accesses of MSR (usr) workload and Tencent CBS (TC2) workload. For
clarity, the first 128 chunks and timeslots are shown. The chunk size used is 8MB, and the timeslot size used
is 150 seconds.

using bilinear interpolation. The downsampling results in fewer total number of chunks and233

timeslots, but the chunks and timeslots are larger. The usage of the downsampled data is described234

in the next section and its use in the generation process is shown in Figure 3. We denote the different235

sizes as 𝑛0 ×𝑚0, 2𝑛0 × 2𝑚0, . . . , 2𝑘−1𝑛0 × 2𝑘−1𝑚0, and 𝑛 ×𝑚, where 𝑛 = 2𝑘𝑛0 and𝑚 = 2𝑘𝑚0. Here236

𝑛0 ×𝑚0 is the initial size of the data sample to start the training of our synthetic data generation237

model. Note that since 𝑛0 is only 2−𝑘 times 𝑛, the chunk size at the lowest level is 2𝑘 times the238

chunk/timeslot size used in our original 𝑛 ×𝑚 representation.239

3.3 Model and Training240

Our model is a modification of PGGAN to scale the traces in progressive steps. That is, we start241

with a GAN that learns to generate a downsampled trace at the lowest level of 𝑛0 ×𝑚0. Once that242

training phase is done, it adds an extra layer to the model which is trained to generate a larger243

trace. It repeats this process until it reaches the desired trace sample dimension size. The idea is244

to improve the stability of the training process and the quality of the generated data. The model245

builds on what it learned during the training of previous layers and learns to generate upscaled246

traces. After the model is trained, the model generates the synthetic samples using the final version247

of the networks which uses all the layers. The progressive training of PGGAN is shown in Figure 3.248

Each new generator layer of PGGAN (shown as a green rectangle) connects to the previous249

layer and upscales the samples coming from that layer. Figure 4 illustrates the transition from data250
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Fig. 3. As training progresses, new generator and discriminator layers are added. The new generator layer
learns to generate upscaled data samples from the previous layer and the new discriminator layer is trained
on the upscaled samples.

n0 x m0

Conv 1x1

Conv 1x1

n0 x m0

n0 x m0

Conv 1x1

Conv 1x1

n0 x m0

n0 x m0

Conv 1x1

Conv 1x1

n0 x m0

Upsampling

2n0x 2m0

Downsampling

2n0x 2m0

Conv 1x1

Conv 1x1

Downsampling

Downsampling

Upsampling

2n0x 2m0

2n0x 2m0

G

D

⍺1-⍺

⍺1-⍺

Fig. 4. Fading in the added new layers to G And D smoothly. When a new layer is added, the results of the
previous layer are used (𝛼 = 0), by upsampling its output, until the new layer starts getting trained. While the
network is being trained, 𝛼 is changed gradually. Once the new layer is trained, its output is used directly
(𝛼 = 1). "Conv" refers to Convolution layers.

samples with a dimension size of 𝑛0 ×𝑚0 to data samples with a size of 2𝑛0 × 2𝑚0. It slowly adjusts251

a parameter 𝛼 to linearly mix the upscaled output of the previous layer and the output of the new252

layer. That is, the output of the upscaled previous layer is weighted by (1 − 𝛼), whereas the output253

of the new layer is weighted by 𝛼 . Initially, 𝛼 is set to 0 so that the generated data in training comes254

from the upscaled sample and as training continues, it puts more emphasis on the new layer by255

increasing 𝛼 linearly from 0 to 1. In this way, PGGAN makes use of the trained low layers to help256

optimize the parameters of the new layers.257

Representation of a storage trace can be visualized as an image, as already shown in Figures 2(a)258

and 2(b). However, the considerations in generating images are very different than for generating259

realistic traces. In particular, with images, the key considerations are aesthetics and accurate260
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Fig. 5. Architecture of the synthetic storage trace generation model. Each progressive step adds common
network blocks composed of the same set of layers as found in 𝑆1. "Conv" refers to Convolution layers.

rendering of objects. With storage traces, we are interested in statistical characteristics such as261

achieving a similar distribution of accesses in addition to capturing prominent patterns such as262

frequent chunk accesses. What they both share is the ability to ensure diversity in the generated263

data. Since our model operates on storage traces, it works on sparse data. That is, at any point in264

time, most of the chunks do not receive any access. In order to better capture the features of the265

sparse data, we add another discriminator to guide the model to generate traces whose distribution266

is close to that of the real data.267

Thus, our model consists of one generator network and two discriminator networks. One of the268

discriminators, denoted 𝐷 , focuses on capturing the element-wise features. The other discriminator,269

𝐷ℎ𝑖𝑠𝑡 , uses a histogram to capture the distribution features of the element values. A data sample 𝑥270

is input to 𝐷 and 𝐷ℎ𝑖𝑠𝑡 , which output 𝐷 (𝑥) and 𝐷ℎ𝑖𝑠𝑡 (𝑥) representing the probability of whether271

the input data is real or synthetic. The input of the generator network is a random vector 𝑧 drawn272

from a uniform distribution. The initial output of 𝐺 is the generated data of size 𝑛0 ×𝑚0. We input273

both the down-sampled version of real data samples of size 𝑛0 ×𝑚0 and generated synthetic data of274

size 𝑛0 ×𝑚0 to train the discriminators to first differentiate between the real and generated data of275

dimension size 𝑛0 ×𝑚0. Then we add layers progressively to𝐺 and 𝐷 to generate data of dimension276

size 𝑛 ×𝑚. We do not add layers to 𝐷ℎ𝑖𝑠𝑡 since we build the histogram with a constant number277

of bins that cover the range of [0, 1]. Instead, we reinitialize the weights of 𝐷ℎ𝑖𝑠𝑡 . As training278

progresses, we keep on adding layers to 𝐺 and 𝐷 as well as reset the weights of 𝐷ℎ𝑖𝑠𝑡 . When we279

finish the training of the previous and move to the next dimension size. This process is repeated280

until we generate samples of size 𝑛 ×𝑚.281

The architecture of our synthetic data generation model is shown in Figure 5. The architecture282

should be chosen carefully to take advantage of the structure found in the data for faster training283

and avoiding overfitting. We make use of Convolutional Neural Networks (CNN) [36]. CNNs use a284

sequence of convolutional layers, each of which convolves grid-like data with a kernel to learn its285

parameters. For example, each 3x3 kernel over the data would only require 9 parameters plus 1286

parameter for a common bias. This is much more efficient than a fully connected (FC) layer for this287

type of data, where there will be a parameter between each element of the grid and each output of288
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the layer. Taking advantage of the structure in the data allows the model to learn more quickly,289

with less data, less number of parameters, and requires less memory to hold the parameters.290

Our network grows as each layer is trained. The initial generator𝐺 consists of one FC layer, one291

two-dimensional (2-D) convolution layer with 3 × 3 kernel, and one 2-D convolution layer with292

1 × 1 kernel. We first train the generator 𝐺 to generate data of dimension size 𝑛1 ×𝑚1 using initial293

input 𝑧. Then we add the replicated 3-layer blocks one by one to the𝐺 network, thus increasing the294

dimension size of the generated data incrementally. The 3-layer block is made of one upsample layer295

and two 2-D convolution layers with 3 × 3 kernel. The components of discriminator network 𝐷 are296

mirrored layers of 𝐺 . We use average pooling in 𝐷 to downsample the data size. Average pooling297

does this by taking the average value of a window over the input, allowing us to reduce the size of298

dimensions of the of the input. The discriminator 𝐷ℎ𝑖𝑠𝑡 consists of one histogram construction unit,299

ten 1-D convolution layers, and one FC layer. The choice of convolution layers is based on their300

ability to find local correlation features in the data. By adding additional convolution layers, we301

increase the ability to capture longer range correlations. We use the FC layer to map the learned302

features.303

In all three networks,𝐺 , 𝐷 , and 𝐷ℎ𝑖𝑠𝑡 , every layer except the last uses the Leaky ReLU activation304

function [39]. These activation functions are needed in neural networks to introduce non-linearities305

into the network so it can learn non-linear mappings. ReLU outputs zero for inputs less or equal to306

zero and a linear function of the input for inputs bigger than zero. Leaky ReLU has a shallow slope307

for negative functions. Leaky ReLUs allow us to avoid dead neurons, where their output becomes308

zero and more training will not activate them.309

The last layers of 𝐺 and 𝐷 use a FC layer. For 𝐺 , it is to generate the data, and for 𝐷 , the layer310

has one neuron which is used to label whether the data it received is generated or original. The last311

layer of 𝐷ℎ𝑖𝑠𝑡 uses a tanh activation function [32].312

We initialize the bias parameters to zero and set all the weights to follow a normal distribution.313

We then scale the weights with the per-layer normalization constant to ensure the equalized314

learning rate [33]. We also perform element-wise normalization in 𝐺 and 𝐷 [33]. Each element315

represents the access frequency of a certain chunk during a certain time slot. We use Xavier316

uniform initialization [42] to initialize the weights in 𝐷ℎ𝑖𝑠𝑡 network in order to achieve convergence317

considerably faster. We also normalize the output of the histogram construction unit to stabilize318

the training.319

The average pooling layer of size 2 × 2 is used in discriminator 𝐷 to bring down the feature320

dimension size to half of the previous layer. We use the nearest neighbor upsample to double the321

feature dimension size in𝐺 . The convolution layers have 16 channels. As part of training, optimizers322

are used to adjust the parameters of the model, so as to reduce the loss. We optimize the synthetic323

data generation model using the Adam optimizer [34] which is often a first choice for training.324

We set the adaptive learning rate to 0.001. We use a batch size of 4 to train the data generation325

model. Our training starts with the sample of dimension size 4 × 32 and generates the final samples326

of size 256 × 2048, where 256 represents the number of timeslots in one trace sample and 2048327

represents the number of chunks in one trace sample. We use a timeslot size of 150 seconds in our328

training. These parameters may need tuning for workloads that are significantly different from the329

workloads that we have used in our work. Our model has been trained with a dual-GPU machine330

with 11GB of GPU memory on the card and 64GB of main memory.331

3.4 Loss Functions332

The loss function provides the objective we wish to optimize. It is used in the training of the network333

by giving a value of how large our errors are. The larger the error the larger the parameter shift in334

the network during training. In the case of our model, the loss is composed of components. The335
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first part is the normal loss for GAN models which represents competition between the generator336

and the discriminator. The second part promotes the stability of training. The third part directs the337

network to train towards a certain behavior and induces capturing the features we deem appropriate338

for the storage trace generation task.339

Binary cross-entropy loss: The goal of the discriminator is to distinguish between a real trace and340

a synthetic trace from the generator. The discriminator is trained to output a high probability for341

real data and a low probability for generated data. Then the binary cross-entropy is a measure of342

the discrepancy between the real and generated data. This value is used to train the discriminator343

so that it has a high probability for real traces and low probability values for synthetic data. The344

weights in the generator are updated so that it encourages the discriminator to give high values for345

synthetic data.346

Wasserstein GAN with Gradient Penalty (WGAN-GP): WGAN [6] was developed to encourage347

stability of training a GAN and thus avoid mode collapse. It uses the Wasserstein distance, also348

known as the earth mover distance, as a measure between the generated probability distribution349

and the real probability distribution. WGAN-GP [25] was then developed to add a gradient penalty350

term to the loss function in order to enforce the Lipschitz constraint [10] on the discriminator. This351

ensures that the gradient is bounded by some constant. This prevents ever-increasing changes in352

the parameters and thus makes the training well behaved.353

Differential histogram: In addition to the previous losses, we have added a differential his-354

togram [62] that is fed into its own discriminator so as to capture the distribution of the accesses in355

the trace. The distribution in the traces is not Gaussian since the accesses are sparse and workloads356

in storage systems may have a multi-modal distribution.357

4 EVALUATION AND DISCUSSION358

In this section, we evaluated our synthetic storage trace generation method with various evaluation359

metrics. We used several publicly available block trace datasets in this evaluation and demonstrated360

that we can capture the essential characteristics of the trace in each case.361

4.1 Publicly Available Traces and Characteristics362

Our experiments were conducted with several block storage datasets coming from two sources. The363

first source is the Microsoft Research Cambridge (MSR) [43] dataset which contains one-week long364

block I/O trace of several different enterprise server workloads (using different storage volumes).365

We used the traces of the User home directories (usr), Hardware monitoring (hm), and Project366

directories (proj). Each trace also has the metadata of the associated disk from which the traces are367

collected from. We selected traces that are associated with one of the disks for our experiments.368

The second data source is the Tencent production Cloud Block Storage (CBS) system [68]. The369

traces were collected from a production CBS system using a proxy server over 10 days. The proxy370

server is in charge of forwarding the I/O requests it receives from the client to the storage server.371

These traces were collected from a large number of cloud virtual volumes (virtual disks). The372

traces showed high variation in both the volume and access patterns over certain time periods.373

We evaluated several dozen of these traces and selected traces that represent the diversity of the374

dataset in the requested blocks and in the locality of requests. We randomly selected two of such375

traces and called these two workloads TC1 and TC2. We used the weekday traces of the first week376

in our evaluation.377

4.2 Evaluation378

Figures 6-8 show the heatmap of synthetic traces and real traces for the MSR and Tencent CBS379

workloads. For clarity, only the first 128 chunks are shown. For the rest of the paper, the figures380
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Fig. 6. Heatmap of real (left) and synthetic (right) write accesses of usr, proj, and wdev MSR workload. For
clarity, the first 128 chunks and timeslots are shown. The chunk size used is 8MB, and the timeslot size used
is 150 seconds.

will show the write accesses since most of the workloads are write-heavy. The generated traces381

show a similar behavior to the real traces but are not simply an approximate copy of them. To382

show this more clearly, the right panels in Figure 7 show the blown up view of the square regions383

marked up in the left panels. It is again seen that the right top and bottom panels are similar but384

not identical. It is also crucial to note that by design, the trace generator will pick random samples385

from the learned distribution, rather than trying to match the exact pattern to the real trace. Thus,386

any given activity pattern (e.g., heavy accesses to some blocks) should not be expected to appear at a387

similar spot in the generated trace as the real trace.388

We started with a comparison of the statistics of the generated data compared to the real data.389

We used sixteen real trace samples and sixteen generated trace samples in our evaluation. The trace390

samples were randomly selected from the real and generated traces. The statistics were calculated391

for each of the sixteen trace samples. For each trace sample, we calculated the mean and standard392

deviation (S.D.) of the number of accesses over the chunks and the time range. These values differ393

across samples since different samples may include different patterns. Since there are many patterns394

and periods of high and low intensity in one trace sample, it is useful to ensure that these patterns395

are not skewing the overall number of accesses. Thus, we compared the maximum and minimum396

values of these samples. As we can see from Table 1 for both MSR trace and Tencent CBS trace, the397
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Fig. 7. Detailed heatmap of real (left) and synthetic (right) write accesses of hm MSR workload. For clarity,
the first 128 chunks and timeslots are shown in the top two figures. The detailed heatmap of the rectangular
section is shown in the bottom two figures. The chunk size used is 8MB, and the timeslot size used is 150
seconds.

Table 1. Mean and Standard Deviation (Real)

Statistics Workload
usr proj hm wdev TC1 TC2

Mean

Max (Real) 1.44 2.06 3.48 1.21 7.13 3.36
Max (Synthetic) 1.39 2.01 3.40 1.21 7.46 3.59

Min (Real) 1.14 1.07 2.46 1.14 5.85 1.81
Min (Synthetic) 1.07 1.05 2.58 1.09 6.30 1.82

S.D. Max (Real) 12.21 16.25 17.59 10.27 26.94 17.12
Max (Synthetic) 11.61 16.00 16.62 10.04 26.10 17.43

Min (Real) 10.91 10.36 14.27 9.93 22.94 12.86
Min (Synthetic) 10.38 10.11 14.32 9.53 23.44 12.75

max/min mean and the S.D. values of the generated trace samples are very close to the max/min398

mean and the S.D. values of the real traces. The reason that the mean is a low value is that the399
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Fig. 8. Heatmap of real (left) and synthetic (right) write accesses of Tencent CBS workload. For clarity, the
first 128 chunks and timeslots are shown. The chunk size used is 8MB, and the timeslot size used is 150
seconds.

accesses in the trace across time and chunks are very sparse. Generating overlapping means is in400

fact non-trivial because the tail distributions of the accesses are long.401

For the reason stated previously, synthetic storage traces should also capture the distribution of402

the workload being targeted. That is, the patterns found in the synthetic trace should be similar403

to the patterns in the real trace. Figure 9 shows the histogram of the accesses for the MSR write404

workload and Figure 10 shows the histogram of the accesses for the Tencent CBS write workload.405

The closeness of the distribution shape between the real and synthetic traces validates the inclusion406

of the differential histogram loss as a way to capture the distribution of accesses.407

Figure 11 shows the empirical cumulative distribution function for the access frequency of each408

chunk for all six workloads. The closeness of the real and synthetic empirical cumulative distribution409

function value also shows that our discriminator 𝐷ℎ𝑖𝑠𝑡 and the corresponding differential histogram410

loss is able to influence the model to generate samples that have similar distributions of access411

frequencies as the real samples. The smoothness of the synthetic cdf compared to the real cdf,412

is a result of the network attempting to learn the overall distribution via backpropagation. The413
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(a) (b)

(c) (d)

(e) (f)

(g) (h)
Fig. 9. Histogram of real (left) and synthetic (right) write accesses of Friday for MSR workload. The X axis
represents the logarithmically scaled access frequency the chunks get. The Y axis represents the count of
how many chunks get accessed at a certain frequency. For clarity, the Y axis is shown up to 25000 due to the
long tail nature of storage requests. The range is divided into 8 equal buckets.
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(a) (b)

(c) (d)
Fig. 10. Histogram of real (left) and synthetic (right) write accesses of Friday for Tencent CBS workload. The
X axis represents the logarithmically scaled access frequency the chunks get. The Y axis represents the count
of how many chunks get accessed at a certain frequency. For clarity, the Y axis is shown up to 60000 for TC1
and 25000 for TC2 due to the long tail nature of storage requests. The range is divided into 8 equal buckets.

generated access frequency can be a fractional number. In contrast, the real trace has a built-414

in discretization, possibly due to the OS accessing multiple blocks even when only one block is415

requested. For example, Linux often reads 4 or 8 blocks (16 or 32KB) when a single block is requested.416

It is certainly possible to alter the generated trace to conform to such discretization, which would417

make it look much closer to the real trace. However, we have not done so, since we wanted to focus418

upon the ability of the GAN rather than post-processing of the generated trace.419

To evaluate the spatio-temporal behavior of the generated workload compared to the real420

workload, we used a storage traffic-specific similarity metric that we have introduced in our prior421

work [46]. We call this metric as Similarity Index for Storage Traffic (SIST). It generates three422

measures (main similarity 𝑆𝑀 , activity difference 𝑆𝐴, and finer detail differences 𝑆𝐷 ). We used423

only the main similarity measure 𝑆𝑀 , which factors in the spatio-temporal features of the two424

traces that we want to compare. This measure first decomposes the two traces using Discrete425

Wavelet Transform, and then computes the Dynamic Time Warping (DTW) distance for each426

spatial location in the two traces. Afterward, the overall Dynamic Time Warping distance across427

the spatial dimension is scaled with the total number of accesses in the trace.428

In the following, we used the function 𝑓𝑆𝐼𝑆𝑇 (𝑥,𝑦) to represent the SIST measure between traces429

𝑥 and 𝑦. For example, the similarity between usr and hm workload samples will be indicated by430

𝑓𝑆𝐼𝑆𝑇 (𝑥𝑢𝑠𝑟 , 𝑦ℎ𝑚). The function 𝑓𝑆𝐼𝑆𝑇 (𝑥,𝑦) ranges from 0 to 1.0 with 1.0 meaning that the traces431

𝑥 and 𝑦 have identical spatio-temporal properties. We expect samples from the same workload,432

for example, 𝑓𝑆𝐼𝑆𝑇 (𝑥𝑢𝑠𝑟 , 𝑦𝑢𝑠𝑟 ), to have higher values than when compared to other workloads. We433
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Fig. 11. Empirical cumulative distribution function for the access frequency of each chunk for all six workloads.
The synthetic/real pairs are random samples from each workload. The x axis represents the logarithmically
scaled access frequency the chunks get.

normalized the SIST values shown in Figure 12 using the SIST value of two randomly selected434

samples from the targeted workload which is noted in the title of each subfigure.435

Figure 12 shows six bar charts, one for each workload as indicated. Each chart shows the SIST436

comparison results against the real traces for a target workload. For a specific target workload,437

the corresponding subfigure shows: the comparison results between the generated samples (as438

indicated in the chart label) and the original samples of the targeted workload, the original trace439

samples of the targeted workload against themselves, and the original traces of other workloads440

against the original traces of the target workload. For example, in Figure 12(a), we show the SIST441

measure between the generated and the real usr traces (marked as usr’). This is compared to the442

SIST results between each of the workloads and usr. It is seen that the SIST measure of usr’ is443

closest to that of usr. The same behavior holds in Figures 12(b)-(f). For example, in Figure 12(f)444

TC2’ is closest to TC2 as compared to others.445

To further evaluate the behavior of the generated workload compared to the real data, we446

evaluated the synthetic trace on a prediction model. The model is a simplified version of a heat447

prediction model that we developed for storage traces [45]. The aspect of the model that we use in448

our evaluation is the heat prediction of the next time step based on the current activity. The heat449

prediction model predicts how many accesses each of the chunks gets for the next time step.450

Fig. 13 shows the architecture of our heat prediction model. We used the Random Forest (RF)451

[11] composed of a collection of many Decision Tree (DT) [47] regression models. We used this452

collection of DT models to train over the input data and average the results of each model to453

produce the final heat prediction. We ran the prediction model with the mixed training dataset454

in that one out of five weekday data are randomly selected and replaced by the generated data.455

The heat prediction model used provides a prediction range of how many times a chunk will be456
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Fig. 12. Bar chart of normalized SIST forMSR and Tencent CBS workloads. Each graph considers one workload
(e.g., "usr" in the first graph) as the baseline. The SIST values of all the shown workloads are relative to
the baseline. The workload name without prime is the real traffic whereas the one with prime (e.g., usr’) is
synthetic.

Input Heat Data

Prediction PredictionPrediction Prediction

Average

Final Heat Prediction

…
Tree 1 Tree 2 Tree m

Fig. 13. Architecture of the heat prediction model.

accessed during the next time slot. If a chunk is accessed more than the inactive threshold, the457

chunks will be predicted as active. The active hit rate measures the ratio of the actual prediction458

results that fall within the prediction range. As we can see from Table 2, for most workloads, we459

achieved similar results for real and generated traces. As for the performance of "hm" workload,460
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Fig. 14. Boxplot showing latency (ms) of a random synthetic and real trace run through MQSim. The whiskers
cover the 99th percentile. The dashed line in red represents P90. The boxplot shows that the P90, and for
most workloads, the P99 of the synthetic/real pairs within workloads are much closer than across workloads.

we can see that the synthetic and real traces of "hm" are closer to each other than the values of461

other MSR datasets (both synthetic and real).462

Table 2. Active Hit Rate
Fraction of the prediction results that fall within the prediction range

Workload
usr proj hm wdev TC1 TC2

Real 0.77 0.72 0.56 0.73 0.66 0.71
Synthetic 0.77 0.73 0.62 0.73 0.67 0.70

Table 3. MQSim Cache Hit Rate

Workload
usr proj hm wdev TC1 TC2

Real 0.43 0.53 0.47 0.81 0.43 0.81
Synthetic 0.46 0.41 0.47 0.84 0.46 0.80

Another tool we used to show that the generated data from our method resembles real traces463

is an SSD simulator called MQSim [59]. We converted the synthetic output into a trace that can464

be used by MQSim. We randomized (uniform distribution) the specific LBA and time-of-request465

for each request in a chunk during a timeslot. MQSim was set up as an SSD of size 512GB with a466

write cache of 22GB and an overprovisioning ratio of 0.1. We ran the trace through MQSim and467

evaluated the trace using two measures. The first measure compares the distribution of the latency.468

In Figure 14, we present boxplots from random synthetic and real samples for each workload. We469
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can see that the median of synthetic/real latencies is low (due to caching) but the P90 for the same470

workload tends to have a similar spread and different spread between different workloads. For most471

of the workloads, P99 between the real and synthetic trace of the same workload also tends to be472

more similar. We also evaluated the write cache hit ratio shown in Table 3. The results show that473

for all six workloads, the cache hit ratio between synthetic and real is very close to each other.474

5 RELATEDWORK475

5.1 Statistic property based generation476

Many storage trace generators are currently in existence but can be classified into three broad477

classes. First, we have the simple ones which are usually driven by specified distributions for the478

size of stored files and access sizes, along with specifications of the extent to which the accesses479

are sequential, random, or mixed. FIO [8] and IOZONE [1] are two popular examples of such tools480

and they are largely used for benchmarking purposes [61]. Such generators are very limited in481

the traffic characteristics that they can emulate. Commonly applied statistical assumptions are482

sometimes not able to generate the trace accurately [20]. Atikoglu et. al. [7] use statistical modeling483

to model the generation of request properties, such as key size, value size, and inter-arrival rate484

for caching workloads. They showed their generated samples are similar to the original trace in485

terms of these statistical properties. In some works, it was shown that self-similarity [22] is a better486

model for synthetic trace generation. They used the performance measures that are provided by487

the disk simulator called DiskSim [21] to evaluate the distance between the synthetic workload488

and the real workload.489

The second class includes the ability to generate ensembles of traces with different characteristics490

to emulate various workloads. They normally start with the real traces and then modify the real491

traces based on statistics. SPECstorage Solution 2020 [2] (and its earlier version called SPECSFS) fall492

into this category. Trace replay tools, such as hfplayer [26], are also included in this class. Hfplayer493

can take real traces, modify them in some way based on heuristics for inferring I/O dependencies or494

device characteristics, and replay them. They used several properties to evaluate whether the replay495

maintains the characteristics of the original trace workload such as the response-time and execution496

time. They also evaluate Type-P-Reordered metric which measures the number of requests that are497

reordered.498

The third category attempts to generate realistic workloads using statistical models for specific499

applications or use cases. For example, Tarasov et. al. [58] proposed a method to generate realistic500

deduplication datasets by emulating duplication characteristics of the data that they analyzed.501

They used several statistical properties to measure their generated datasets, such as total files, total502

chunks, numbers of unique chunks and those that had one and two duplicates, directory depth,503

file size, and file type distributions. Other examples include generating specific benchmarks, such504

as TPC-H [67]. They used the response time provided by DiskSim to measure the accuracy of the505

synthetic workload. Ganapathi et. al. use statistical models to predict metrics for queries [19] and506

resource requirements for cloud applications [18]. The prediction model could then be used to507

generate workloads. To build this model, quality features need to be identified. They defined a508

predictive risk metric, which is similar to the R-squared metric, to compare the accuracy of their509

predictions. Wang et. al. [65] developed a simple model, called PQRS, to recursively decompose a510

trace into four regions and at each level capture the probability of access in each of those using511

an information theoretic approach. They evaluated their model through the comparison of the512

performance behavior (response time and queue length distributions) between the generated and513

the real trace. JEDI [52] is a trace generation tool for caching simulation that uses a custom traffic514

model called Popularity-Size Footprint Descriptor (pFD). The pFD captures properties that the515
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authors have deemed relevant for caching simulations. It is not clear how well it applies to other516

workloads. The quality of the generated trace is measured through object-level properties (i.e.517

object size, popularity, and request size) and cache-level properties (i.e. request and byte hit rates).518

For the object-level properties, they compared the distribution of these properties over the real and519

synthetic traces. For the cache-level properties, the hit rates are compared under various caching520

algorithms. Tarasov et. al. [57] also look at the problem of extracting essential characteristics of521

traces focusing, in this work, on block traces. They note, that in many cases, exact traces are not522

needed. Rather, it suffices to generate synthetic traces that capture the salient characteristics of523

the trace. The authors take a statistical approach, using multi-dimensional matrices to capture524

statistics; for example, a matrix can be designed to capture inter-arrival, read/write modes, and525

the I/O size. To deal with a shift in the statistical nature of the workload the authors developed a526

method called chunking; which captures the statistics over a shorter time period where they are527

stable. The method they developed can make a tradeoff between the size of the capture and the528

precision of the results. To characterize the accuracy, they measured the relative error between529

the synthetic and real traces on a set of trace statistics (e.g. read/sec, write/sec, request size, queue530

length, power consumption).531

In this paper, we evaluate the quality of the generated trace through the two main approaches we532

find in the related works, namely statistical properties (e.g. access frequency) and the performance533

of applications (e.g. cache hit rate). In addition to these two approaches, we also evaluate the534

similarity of spatio-temporal patterns between the synthetic and real traces.535

5.2 Data Driven based generation536

When dealing with a large amount of data, capturing an accurate signature of a trace is useful to537

characterize a trace. Liu et.al. [37] developed IOSI, which is a three-phase approach to extract the I/O538

signature from noisy, zero-overhead server-side I/O throughput logs collected on supercomputers539

and job histories. They defined the I/O signature of an application as the I/O throughput generated540

by that application at the server-side storage of a given parallel platform during the application541

execution. The purpose of IOSI is to estimate the bandwidth needed for the user application.542

They first eliminated outliers during the Data Proprocessing Phase. Then they picked out the543

individual I/O bursts by wavelet decomposition during the Per-Sample Wavelet Transform. Finally,544

they identified common I/O bursts from multiple instances of an application’s execution using545

CLIQUE which is a grid based clustering algorithm. They evaluated the quality of the I/O signature546

produced by IOSI and compared it to Dynamic Time Wrapping by cross-correlation and correlation547

coefficients.548

Generative models have been used to generate network traffic [15, 50] but unlike storage trace,549

a network packet trace only has the temporal component (i.e., inter-packet times). They have550

also been used to generate continuous time-series data such as TimeGAN [66]. Medical signal551

generation such as EEG-GAN [27] for generating EEG signals has also been explored. However,552

medical signals have special features, such as periodicity with some inter-peak variations, and553

generally only small variations in the magnitude of peaks and valleys. Such characteristics should554

be represented accurately in the trace to make the signals realistic for a person. Storage traffic, in555

contrast, can have much more randomness and sudden shifts in the traffic.556

Synthetic generation and augmentation using generative models have been explored extensively557

in the literature but mostly in the context of image generation. The works range from methods that558

allow the choice of classes for the outputs to augmentation by transforming the current dataset.559

However, the emphasis of the synthetic data generation and data augmentation works shown below560

differs from the goal that our work tries to accomplish.561
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Data Augmentation Generative Adversarial Networks (DAGAN) [4] is a model designed to562

generate class-specific data. It does this by learning the class parameters as part of its generator.563

This allows it to use few-shot learning and generate unique data from the distribution. DAGAN564

infers the class information from the example input and is able to generate output similar to the565

class.566

Trabucco et. al. [60] studies diffusion models [29] to generate synthetic data to augment real567

data for downstream tasks. Their aim is to ensure the diversity of the generated data. For example,568

they note the issue of generating different species of animals. They propose an image-to-image569

transformation parameterized by pre-trained text-to-image diffusion models.570

T-CGAN [49] uses the Conditional GAN (CGAN) [41] model to generate irregularly sampled571

time series data for data augmentation. CGAN introduces a way to condition the generator and572

discriminator by feeding the extra information, such as class labels or other domain knowledge,573

to both the discriminator and generator. CGAN is trained in this way so that data for specific574

classes can be generated on demand. T-CGAN generates time series, that are irregularly sampled,575

by conditioning the generator and discriminator with the timestamps of the time series.576

Auxiliary Classifier GAN (ACGAN) [44] extends and improves on CGAN by introducing an577

auxiliary classifier to predict the class label of the generated data. Chen et. al. [13] adopt a data578

augmentation scheme based on ACGAN to directly generate different features of the desired579

acoustic scene with input scene conditions.580

InfoGAN [14] learns interpretable representations to generate synthetic data with specific581

characteristics. InfoGAN introduces a classifier to maximize the mutual information between582

conditional variables and the generated data. This allows it to associate the conditional variable583

with the characteristics of the generated data. It does this in a completely unsupervised manner.584

This means that some features of the generated data can be controlled by changing a latent vector.585

But what features the individual element of the factor corresponds to are not known a priori. Wan et.586

al.[64] propose an InfoGAN based model to learn the coupling relations among bridge monitoring587

factors and then generate synthetic bridge monitoring data with various characteristics to augment588

the existing monitoring data.589

6 CONCLUSIONS AND DISCUSSION590

6.1 Conclusions and Extensions591

In this paper, we presented a novel GAN based method for artificially generating block storage592

traces. The generation method is designed to capture the overall characteristics of the given real593

storage traces, and yet sports trace segments that show diverse characteristics. Such a “similarity594

with diversity” characteristic makes the mechanism useful for generating many instances of the595

trace. We also use several different methods to evaluate the quality of the generated trace including596

its statistical properties, SIST similarity, “heat" prediction performance, and predicted latency by597

SSD simulator.598

One potentially useful aspect in generating storage traces is its specialization to certain categories599

such as heavy traffic, highly variable traffic, etc. We have not pursued this angle in this paper.600

Some simple post-processing techniques (e.g., those that scale the mean or variance or cause other601

systematic perturbations to the traffic) can accomplish such tasks without disrupting the correlation602

structure of the time series. Nevertheless, it is possible to train a generator that explicitly takes603

a class designator as input and generates traffic according to those characteristics. Many image604

GAN models have explored the generation of class-specific images such as the CGAN, ACGAN,605

and InfoGAN models discussed in the Related Work section. These methods could also be adapted606

to generate class-specific storage traces.607
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In the future, we plan to extend our technique to other spatio-temporal data such as data608

concerning vegetation, spread of tree and crop pathogens, or spatio-temporal variations in various609

socio-economic factors.610

6.2 Limitations of the Generation Mechanism611

Our method is concerned with storage-side (block) accesses, and does not deal with host-side (file)612

accesses. It may be possible to adapt the model for file-traces, but we have not explored that angle.613

Also, our focus is on access characteristics rather than the contents of what is accessed. Most614

available traces do not include block contents for obvious reasons, and most use cases only need615

the accesses. However, use cases like deduplication do need the contents.616

GANs are generally difficult to train and require significant amount of resources to do so. Beyond617

the initial training, retraining may be necessary if the workloads change to the extent that many618

new sustained patterns emerge that the GAN did not come across during the training. It may also619

be necessary to tune the hyperparameters for environments that are very different from the ones620

considered here.621

The GAN model only generates samples based on the prepared input data, i.e., the number622

of accesses to a chunk in a given timeslot. Within a timeslot, no further timing information is623

generated by GAN. It is possible to order and space out the accesses within a timeslot according to624

the temporal characteristics of the training data; however, that has not been a focus of this work.625

It is important to note that the GAN traffic generation works by inputting a latent vector. After626

training, it is possible to input different latent vectors and generate multiple different instances627

of the traffic which sample from the learned underlying distribution of real traces. However, the628

relationship between the latent vector and the characteristics of the generated trace is extremely629

complex and not precisely controllable in many GAN based models. Nevertheless, one could exploit630

the latent vector dependence to generate many instances of traces with different characteristics.631

This is useful even though our architecture does not assign any sequential relationship between632

them.633

As with any machine learning based method, the model can only learn from the patterns that it634

observes in the training data. It is expected that as the length of the training trace increases, it will635

contain more varied patterns that the GAN model can learn and thus reflect those in the generated636

traffic. However, exactly how long a trace is needed to capture all the patterns depends on the trace637

and is quite difficult to characterize. If the real traffic changes drastically following the training of638

the GAN model, the model would not be able to reflect that in the generated traffic. It is, however,639

possible to continue training the model in the background with recent traces, and thus be able to640

follow the traffic evolution.641
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