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Abstract. Vision Language Models (VLMs) can provide natural lan-5

guage descriptions of complex activities from images and videos. How-6

ever, VLMs cannot isolate individual objects and only provide a generic7

caption for (or description of) the scene, making informative fine-tuning8

difficult. This paper proposes a novel fine-tuning mechanism that uses9

traditional computer vision techniques to recognize more straightforward10

proxy activities corresponding to the more complex activities for which11

the VLM is fine-tuned. Thus, by creating multiple fine-tuned VLMs for12

correlated activities and using explicit logic reasoning, we can estimate13

inconsistencies between them and conduct multi-step directed fine-tuning14

across them. Experiments with several VLMs (including those that op-15

erate on images and videos) and two very different video datasets (road16

traffic and taekwondo) show that our approach consistently increases the17

VLM accuracy by about 20 percentage points beyond that is achieved18

via undirected fine-tuning. The mechanism is very general and can be19

exploited to justify VLM output during inferencing.20

Keywords: Vision Large Language Models · Logic Reasoning · Object21

recognition/tracking · Satisfiability Modulo Theories22

1 Introduction23

Video-driven Visual Language Models (VLMs) have recently been developed to24

effectively summarize the content of an image or short video at an advanced level.25

Many VLMs have recently been put forward, including Clip [30], X-Clip [23],26

Video-LLAMA [40], LLAVA [21], MiniGPT [41], VideoMAE [33], and Video-27

chatGPT [24]. Some of these work only with images (e.g., MiniGPT4, LLAVA,28

Clip), while others work with (short) videos (e.g., Video-LLAMA, Video-ChatGPT,29

X-Clip, VideoMAE). VLMs are generally trained on a huge amount of available30

video data and text captions. Most VLMs (excluding Clip and X-Clip) have31

been integrated with the Large Language Models (LLMs) on the backend to32

support detailed Q&A capability and lucid descriptions of what is happening in33

the image/video. These descriptions can provide rich descriptions (e.g., type of34

venue where the activity occurs), which goes well beyond what is reasonably pos-35

sible using Traditional Computer Vision (TCV) techniques without extensive,36

application-specific training.37

In this paper, we propose a novel fine-tuning mechanism for VLMs by ex-38

ploiting logical reasoning along with TCV that can substantially improve their39
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performance on the targeted tasks. Our approach uses three key ideas to ac-40

complish this. First, instead of only tuning a VLM for the targeted task, we also41

fine-tune one (or more) additional copies of the VLM on correlated tasks. Second,42

we use TCV to identify the objects involved and track them, thereby enabling43

the representation of VLM output in terms of concrete logic assertions. Third, we44

set up logic assertions to detect (a) consistency between the VLMs based on the45

task correlation and (b) consistency between VLM outputs and TCV regarding46

the identified objects. It is thus possible to use standard logic reasoning tools to47

detect inconsistencies, which we exploit to choose the videos/images representing48

classes (or situations) where the VLM performs poorly. These videos/images are49

then used to fine-tune the VLMs further to improve their discrimination ability.50

The essential advantage of the mechanism is two-fold. First, it eases the burden51

of selecting and labeling videos/images for fine-tuning. Second, it reduces the52

resource requirements of fine-tuning, which can be pretty substantial. The pro-53

cess can be repeated until the accuracy has reached the limit dictated by the54

aleatoric uncertainty, data availability, or other considerations.55

By comparing our directed fine-tuning mechanism against the undirected56

one, we demonstrate a consistent improvement in accuracy by a huge 20 per-57

centage points, i.e., 70-80% achieved accuracy with directed tuning as opposed58

to 50-60% with undirected tuning. We show that this differential applies with59

both image-based VLMs such as Minigpt4 [41] and video-based VLMs such as60

XClip [23] and Video-MAE [35]. We also show that the improvement is sustained61

for two datasets, one relating to road traffic and traffic accidents and the other62

to the Taekwondo classroom. Furthermore, the mechanism is general and can be63

extended in several directions, as discussed in section 5. One exciting use of this64

mechanism is to provide justifications for the VLM output in the form of the65

results of the consistency checks. If the checks pass, we justify why the result can66

be trusted; if not, we indicate that we do not trust the results. To the best of our67

knowledge, this is the �rst work of its type to integrate explicit logic reasoning68

with computer vision to improve the �ne-tuning of VLMs.69

The rest of this paper is organized as follows. Section 2 discussed the back-70

ground and related work. Section 3 presents the detailed design of our directed71

fine-tuning mechanism. Section 4 discusses the experimental assessment of the72

mechanism. Finally, section 5 concludes the discussion.73

2 Methodology and Related Work74

2.1 Fine-Tuning Vision Based Language Models75

Despite their rapidly increasing popularity, VLMs (and, more generally, LLMs)76

suffer many challenges. They require significant resources even to run and far77

more resources to fine-tune. Furthermore, VLMs usually are not very good at the78

details since they are trained to provide a rather generic “caption” for the image79

or video. They lack any specific mechanism to follow the activities/interactions of80

individual objects. For example, the image in Fig. 1(b) will likely be described as81

“several” cars on the street, and if the VLM is fine-tuned to recognize accidents,82
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it will probably say that two (or even “some”) cars are involved in an accident.83

This lack of specificity not only diminishes the value of the description but also84

makes fine-tuning difficult since an accurate description would need to point out85

which cars are involved in what type of activity. Segmentation and masking of86

the images have been used as potential ways to learn more details of what exists87

in the image [9], but that makes VLMs even more heavy-duty and less accurate.88

This paper discusses a fine-tuning mechanism that utilizes Traditional Com-89

puter Vision (TCV) for object (and, if necessary, pose) detection, along with90

tracking and logical reasoning to allow the output of the fined-tuned VLM to be91

associated with specific objects. For object/pose detection, we use YOLOv8 [32]92

as it can work in real-time. We also track the objects to maintain their persis-93

tent IDs. Note that when a VLM is fine-tuned to recognize a set of N classes94

of activities, its output is generally limited to only those N classes. For each95

of these, we define a much simpler proxy activity that can be detected by TCV96

easily, ideally, based on basic parameters such as object type, size, location, sep-97

aration, movement, etc. For example, the proxy activity for a rear-end accident98

is a car behind another car with a minimal distance between them. Similarly,99

a rather complex VLM-recognized activity of two people assembling some part100

in a factory may be characterized by the proxy activity of two people standing101

close together. (This assumes that the same proxy activity describes no other102

actual activity among the other N � 1 classes; if not, we need to include some103

more detail.)104

We take the unique approach of fine-tuning the same VLM for two related105

sets of tasks. For example, for the road traffic dataset introduced in section 4.2,106

we can identify task T1 (performed by VLM1) as recording different types of107

accidents. Similarly, we can identify task T2 (performed by VLM2) as recording108

the relative movements of vehicles. Each task Ti involves the classification across109

a set of Ni activities Aij , (j = 1; 2; :::; Ni), as depicted in Table 1. Activity Aij110

in task Ti corresponds to a class that VLMi is fine-tuned to recognize.111

For each activity Aij , we identify a distinct proxy activity A0
ij that can be112

easily recognized using TCV. We now have three distinct possibilities for de-113

tecting deficiencies in the VLM outputs and improving them via further focused114

fine-tuning. One is the consistency between the class identified by the VLM1115

output and the class identified via TCV-recognized proxy activity for task T1.116

Similarly, another possibility is the consistency between the class identified by117

the VLM2 output and the class identified by TCV-recognized proxy activity for118

task T2. The third one is the compatibility between the classes identified by the119

two VLMs. The compatibility relationships are derived based on the knowledge120

of the two tasks; for example, for a rear-end accident to happen, the two vehi-121

cles must be moving in the same direction close together in the same lane. Such122

checks are helpful for fine-tuning and providing justifications at inference time,123

as discussed later.124

2.2 Integrating Logic Reasoning with Computer Vision125

Given the recognition of objects and their movements via TCV from video126

frames, we can define higher-level concepts as reusable functions using logic.127
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